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Motivation

We investigate the task of radiology report summarization (RRS). 

Why?

• Radiology reports communicate crucial information from medical imaging studies. 
• RRS could be a useful clinical task in practice.

• Radiologists write summaries manually – time-consuming, could lead to errors.
• Downstream clinicians sometimes only look at the summary!

• Technically interesting!
• Lots of information/jargon specific to the clinical domain.
• Interpretability, coherence, and factual correctness are crucial.

How?

• Lightweight adaptation methods for large language models (LLMs).
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Dataset: MIMIC-III

*not real paired image - 
just for example of head CT

Johnson et al, 2016. 

https://www.nature.com/articles/sdata201635
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Experiments
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Experiments: Pretraining Datasets and Models
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Experiments: Pretraining Datasets and Models
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Experiments: Domain Adaptation Methods
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Experiments: Prompting Methods

•

Only give the input 
text, with no explicit 

instructions.

Give the input 
text + an explicit 

instruction. Give the input text with 
examples (selected as 

k-nearest neighbors of the 
input) as the instruction.
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Experiments: PEFT Methods

•

Create tunable 
“prompt”, hold 

pretrained model 
constant.

Tune injected model 
parameters, hold 
prompt constant.
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Results

We achieve best performance by maximally 
adapting to the clinical RRS task via both 

task-agnostic pretraining (on clinical text) and 
lightweight task adaptation (LoRA for RRS).
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Results
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Results: Model Size
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Results: Out-of-Distribution Performance
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Results: Out-of-Distribution Performance (2)
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Results: Error Analysis

•
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Results: Reader Study

•
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Results: Reader Study (2)

“Reference” impression has 
information that isn’t present in 

the “reference” findings. 

The model has no chance of 
summarizing this information.

Generates repeated information 
when referring to prior studies. 

This difference is typically an 
institutional or personal 

preference.

Generates an incorrect 
conclusion or reference, like 

nonexistent prior medical 
history.

This is a model “hallucination”.
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Conclusions

Employed recent 
lightweight strategies 

to adapt LLMs for RRS.

Investigated how 
domain/task 

adaptation affects RRS 
task performance.

Achieved best 
performance using a 

larger model 
maximally adapted to 
the clinical RRS task.

Evaluated best model 
quantitatively and 

qualitatively.
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Thank you! Any questions?
github repo

https://github.com/davevanveen/radadapt
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Appendix

•


